Time-reversibility and integrability
of p : —q resonant vector fields

Jaume Giné', Valery G. Romanovski>®*, Joan Torregrosa®®
! Departament de Matematica, Universitat de Lleida,
Av. Jaume II, 69, 25001 Lleida, Catalonia, Spain
2Faculty of Electrical Engineering and Computer Science,
University of Maribor, Koroska cesta 46, SI-2000 Maribor, Slovenia
3 Center for Applied Mathematics and Theoretical Physics,
Miladinska 3, SI-2000 Maribor, Slovenia
4 Faculty of Natural Science and Mathematics, University of Maribor,
Koroska cesta 160, SI-2000 Maribor, Slovenia
® Departament de Matematiques, Universitat Autonoma de Barcelona,
08193 Bellaterra, Barcelona, Catalonia, Spain
6 Centre de Recerca Matematica, Campus de Bellaterra,
08193 Bellaterra, Barcelona, Catalonia, Spain

Abstract

We study the local analytical integrability in a neighborhood of p : —q reso-
nant singular point of a two-dimensional vector field and its connection to time-
reversibility with respect to the non-smooth involution (z,y) = (y#/%, 29/P). Some
generalizations of the theory developed by Sibirsky for 1 : —1 resonant case to the
p: —q resonant case are presented.

1 Introduction
Consider an n-dimensional system of ordinary differential equations
T = F(x),

where F(x) is an n-dimensional vector functions defined on some domain D of R™ or C".
It is said (see e.g. [2, 15]) that system (1.2) is time-reversible on D if there exists an
involution v defined on D such that

D,'-Foty=—F (1.1)[inv_gen]

We say that system (1.2) is completely analytically integrable on D if it admits n — 1
functionally independent analytic first integrals on D.

A time-reversal symmetry is one of the fundamental symmetries that appears in na-
ture, in particular, important both for classical and quantum mechanics. Various proper-
ties of systems exhibiting such symmetries have been studied by many authors, see e.g.
[1, 2, 12, 13, 15, 27, 29] and the references therein.



Our paper is devoted to the investigation of the interconnection of time-reversibility
and local integrability in a neighborhood of a singular point of systems of the form

x = Ax + X (x), (1.2)[sys_X]

where A is an n X n matrix with entries in R or C being x = (z1,...,7,), X(x) is a
vector-function without constant and linear terms defined on some domain D of R™ or
Cc™.

One of the first results in such studies is due to Poincaré. It follows from his results that
if in the two-dimensional case the eigenvalues of A are pure imaginary and the system has
an axis of symmetry passing through the origin, then it admits an analytic first integral
in a neighborhood of the origin.

A generalization of this result is presented in [3], where it is shown that if system (1.2)
is time-reversible with respect to a certain linear involution and two eigenvalues of the
matrix A are pure imaginary, then under some assumptions, the system has at least one
analytic first integral in a neighborhood of the origin.

A detailed study of the interconnection of time-reversibility and local integrability
for systems (1.2) was presented in [17]. In [17] and [28] the notion of time-reversibility
was generalized to the case when on the right-hand side of (1.1) “—1" is replaced by a
primitive root of unity.

In this paper, we limit our consideration to the two-dimensional systems (1.2) with
non-degenerate matrix A. In the case when a two-dimensional system (1.2) is real and
the eigenvalues of A are pure imaginary, and the vector field is symmetric with respect to
a curve passing through the origin, the origin of (1.2) is a center, and, therefore, has an
analytic local integral in a neighborhood of the origin. This geometric argument was used
in [30] in order to find some integrable systems in the family of real cubic systems (see also
[2] for recent developments in this direction). The symmetry axis is, in the general case,
an analytic curve passing through the origin. However, from the work of Montgomery
and Zippin [18], any analytic involution 1 associated with a time-reversal symmetry can
be linearized in such a way that the symmetry axis becomes a straight line. From this
result in [1] the normal form theory is used to establish an algorithm to determine if a
two-dimensional system (1.2) is orbitally reversible.

A detailed study of real polynomial systems which are time-reversible under reflection
with respect to a line was performed by Sibirsky [24, 25]. In particular, he showed that
in the polynomial case the set of such systems in the space of parameters is the variety of
a binomial ideal defined by invariants of the rotation group of the system (some similar
results were obtained also in [5, 16]). Later on, the results obtained by Sibirsky were
generalized to the case of complex systems (1.2) with 1 : —1 resonant singular point at
the origin in [14, 19, 20].

In this paper, we consider system (1.2) having a p : —¢ resonant singular point at the
origin, which we write in the form

o o

) 1 .
= pr— Z ajkw3+lyk =px(l — Z —ajkxjyk),
JHk>1,5>—1 Jtk>1,>-1
S bt = —gu(] — 1y ki
g=—qu+ Y bzt = —qy( > bty
Jtk>1,j>-1 Jtk>1,5>-1

where p,q € N, ged(p,q) = 1. Both vector field (1.3) and the associated differential
operator are denoted by X.



Unless p = ¢ = 1 this system is not time-reversible under a linear transformation. Our
study deals with the time-reversibility of system (1.3) with respect to the involution

plw,y) = ("7, 277). (1.4)[inv_pq

We will prove that if a system (1.3) is time-reversible with respect to (1.4), then
it admits an analytic first integral on a neighborhood of the origin. We will also give
an extension of the results of [24, 25] and their generalizations obtained in [14, 19, 20],
presenting an algorithm for finding subsets of polynomial systems (1.3) which are time-
reversible with respect to (1.4) and generalizing the notion of Sibirsky ideal to polynomial
systems (1.3). It will be shown that, in fact, the theory developed for the 1 : —1 resonant
case can be extended to systems (1.3), however not to the whole family, but only to a
certain subfamily of (1.3).

2 Integrability of time-reversible systems

For a system (1.3) it is always possible to find a series of the form

U(z,y) = 29" + Z Vi_qhpTY" (2.1) [paInt]

J+k>ptq
j7k€N0

for which
XU = gq,p(qup)z + g2q72p<qup)3 + 93q73p(qup)4 +o
where giqkp, for k =1,2,..., are polynomials in the parameters a;i, by; of system (1.3).

Polynomials gy, x, are called the saddle quantities of system (1.3) (sometimes also the focus

quantities). System (1.3) corresponding to some fixed values ajy,, by, of the parameters has

a local analytical first integral in a neighborhood of the origin if and only if gy, xp(a*, b*) =
0 for all £ € N (see e.g. [20, 23]).

The following theorem shows that if system (1.3) is time-reversible with respect to
(1.4) then it has an analytic first integral of the form (2.1). Observe, that if p = ¢ =1
then the map (1.4) is just a permutation of the variables, so the statement presents a
generalization of known results of [3, 17, 19] to the case of p : —g resonant systems.

(th1) Theorem 1. Assume that system (1.3) is time-reversible with respect to the involution

(1.4), that is,
Db Xop=—X. (2.2)
Then it admits an analytic first integral of the form (2.1) in a neighborhood of the origin.
To prove the above theorem we will need the following results.

(lenl) Lemma 2. System (1.3) with p or q different from 1 is time-reversible with respect to

(2.2) if and only if
q p
bqv,w = I_)aqu,pva Qqupv = quv,pua (23)

where u,v = 0,1,2,... and the other coefficients in (1.3) are equal to zero.

Proof. Using involution (1.4), that is, performing the substitution

=y g =at, (2.4) [subs 1y



after straightforward calculations we obtain

o)

‘ 1 a1 phy
€T, = _pxl(l - Z _b/ﬂjlxlp qu )7
Jitk12>21,j1>2-1
o
. 1 *L pjy
= qn(l- Z —@jim " Y1 ).

ntki>lj>-1
In view of (2.2) it should hold

1 1 i1 pky

Ayt = by (2.5)[eq_ab|
where the exponents on the right-hand side should be non-negative integers or

ai _ v
p q

= 1.

However the latter equality is impossible unless p = ¢ = 1. Thus, (2.5) can take place if
we set j; = pu, ki = qu, where u,v =0,1,2,.... This yields formulas (2.3). H

The following statement follows directly from (2.3).

Corollary 3. If system (1.3) with p or q different from 1 is time-reversible with respect
to (2.2) then x =0 and y = 0 are the separatrizes of the system.

Remark. Formulas (2.3) and the results obtained below remain valid also in the case
of 1 : —1 resonant singular points. But since the results in the 1 : —1 resonant case are
known, below we work under the assumption p/q # 1 taking advantage from the fact that
in such case the subscripts of the parameters a;i, by; of (1.3) are non-negative.

We augment the set of coefficients in (2.1) with the collection

J = {U—q-i-s,q—s :s=0,... 7p+Q}7

where, in agreement with formula (2.1), we set vog = 1 and vy, = 0 for all other elements
of J, so that elements of J are the coefficients of the terms of degree p + ¢ in ¥(z,y) of
the form (2.1). Let Ny be the set of nonnegative integers and for a given positive integer
n we denote by N_,, the set {—n,—n+1,...,—1} UNy.

By [22, p. 117] the coefficients vy, s, of the series (2.1) can be computed recursively
using the formula

ki+ko—1
m Z [(81 + Q)aklfsl,kgf@ - (52 +p)bk1751,k2732]vsl,52 if pki # qko,
Vky,ky = §1+52:>0
S$12—q,822—p
0 if pky = gk,

(2.6)[wikpe

(in [22] formula (2.6) was obtained for the case of polynomial system (1.3) but, obviously,
it remains valid also in the case when the right-hand sides of (1.3) are series).

We order the index set of parameters a;j, in the first equation of (1.3) in some manner,
say by degree lexicographic order from least to greatest, and write the ordered set as
S ={(1,0),(0,1),(—=1,2),(2,0),...}. Consistently with this we then order the parameters
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as (a0, o1, @—1,2, 20, - - - , boz, b2 1, b10, bo1) so that any monomial appearing in v;; has the

1% Voyp_ . .
form afhagi - - - aliby S - - by T bgt for some v = (v, ..., vy) and £ = 1,2, . ... To simplify
the notation, for v € N?f we write

d_Ef V1 V2 Vp 1. Ve+1
[V] = ayaq7 " Agyby

- b bR (2.7)
so if the k-th variable in the product is a,,, then 2¢ — k + 1-st variable is by,,.

For each m € N we consider the finite subset S, of the set S which corresponds to
the case when system (1.3) is a polynomial system of degree m, so

Sm ={(1,0),(0,1),(—-1,2),(2,0),...,(—=1,m)}.

Denote by £(m) the number of elements in S,, and let L™ : N™ — 72 be the linecar
map defined by

L™(v) = (LY'(v), Ly'(v)) = v1(1,0) 4+ 12(0, 1) + -+ + Vg (=1, m)+
Vemy+1 (M, =1) 4+ 4 Var(ny-1(1, 0) + vormy (0, 1) (2.8)

Let K[a, b] be the ring of polynomials in parameters a;x, b;i, of system (1.3) over the field

K and for f € Kla,b] we write f = > s 005 f®v], where Supp(f) denotes those

vE Nig(m), m =1,2,..., that the coefficient of [v] in the polynomial f is nonzero.

Definition 4. For (j,k) € N_; x N_1, a polynomial

f= > W
veSupp(f)
in the polynomial ring Cla,b] is a (j, k)-polynomial if, for every v € Supp(f), L:(v) =
(7, k) for all sufficiently large ¢.
The reader can consult [22, Section 3.4] for more details about (7, k)-polynomials in
the case of polynomial system (1.3).
From now on, we will limit our consideration to the systems of the form

o0

L _ E qt1, pt2
L= x(p Qgty,pta T 7Y )7

(2:9) go-uv.inf

oo
y=—ylqg— Z bqtzyphxquptl)'
t1+to=1

By Lemma 2, in the case when p/q # 1 systems (1.3), which are time-reversible with
respect to involution (1.4), form a subfamily of systems (2.9), so we do not lose generality
working with family (2.9) if we are interesting in time-reversibility with respect to (1.4).

(lem2) Lemma 5. For system (2.9) if vg, k, 15 a non-zero coefficient of series (2.1) computed by
(2.6), then
kl = th, kQ = tgp, (210)
for some non-negative integers tq,ts. Moreover, under involution (2.2) the term
Ugty,pta xqt1+qypt2+p (2-11)
of (2.1) is changed to the term
L s T (2.12)

and vice versa.



Proof. For system (2.9) the linear map (2.8) can be written in the form
L™ (v) = (¢L1"(v), L5 (v)),

where (L7'(v), L3*(v)) is defined by (2.8) and L™=t (v) = ... = L9~ 1(y) = L9™(v). By
Theorem 4 of [21] vk, g, is a (k1, k2)-polynomial. Therefore for each monomial [v] of v,
it holds that

(qLY'(v), pLy'(v)) = (K1, k2),
for all sufficiently large m. It means that ¢ divides k; and p divides ks, that is, (2.10)

holds.
Performing in (2.11) substitution (2.4) we see that (2.12) holds. O

Remark. Theorem 4 of [21] mentioned above was formulated in [21] for the case of
polynomial systems (1.3) but it remains correct also in the case when the right-hand sides

of (1.3) are series.
(th2) Theorem 6. The formal series (2.1) computed according to (2.6) is unchanged under
involution (2.2), that is, in view of Lemma 5,

Vgty,pta = Uqta,pts - (213)

Proof. We prove the claim using induction on t; 4+ t5. When t; = t, = 0 we have by the
definition vgy = 1, so the claim holds.
Using Lemma 5 we can write formula (2.6) as

qt1+pta—1

1 .
pq(t1—t2) E : [(51 + Q)aqt1—817pt2—52 - (82 + p)bqt1—51,}7t2—82]vsl,$2 if 131 7é lo,
Ugty,pta = s1+82=0
SlZ—Q,S2Z—P
0 lf tl - t2.

(2.14) vetizpa 1

In view of (2.3) and taking into account that v; are (j, k)-polynomials for ¢; # to we
can change the rule of summation obtaining from (2.14)

qt1  pt2
1

Uqty,pta = m Z Z[(Sl + Q)aqt1—817pt2—82 — (s2 +p)bqt1—817pt2—52]081782 =
1 t1 to R (215)
palt — 1) DD G+ Dagu, 5052 — (32 + Dpbay 51 p(ta—s2]Vasi s

51=0 52=0

where s1 = ¢S, S = pSs.
Performing similar computations we have

qt2  pt1

1
Uqta,pt1 — m Z Z[(Sl + Q)aqt2—817pt1—82 - (32 +p)bqt2—817pt1—82]081782 =
a0 (2.16) [vkkzpq.2.1
palts— 1) DD 1G4+ Dayu s a5 — (31 + Dpbytis—s).p( -5 [Vasamss

52=051=0

where s1 = ¢So, 59 = ps.



Using (2.3) we further obtain from (2.16)

t2 1

1 - -
Ugta,pty = —(t ) Z Z[(Sz + 1)pby(ty—31) wita—52) — (51 + 1)q0q(,—51),p(t2—5:|Vgsz 51 =
Pa\t2 = 1) 520550
1 t1 to
pa(ts — o) D0 G+ 1)qag -5 pe-52) — (52 + DPba(e—51) pit2—50) | Va5 s (2:17)[v22]
§1=052=0

where we have changed vgs, ps, 10 Vg3, ps, using the induction hypothesis. Comparing the
expressions for (2.15) and (2.17) we conclude that (2.13) holds, that is, the series V(z,y)
computed by (2.6) is unchanged under the involution (2.2). O

Using the obtained results we prove Theorem 1 as follows.
Proof of Theorem 1. Denote by X the vector field of system (2.9). By Theorem 6 the
series W (z,y) computed by (2.6) is unchanged under involution (1.4).
Assume that
XV = a(z,y).

Since by our assumption the system is time-reversible, it also holds that
XV = —a(zx,y),

yielding a(z,y) = 0. That means, V(z,y) is a formal first integral of (1.3). But then also
there exists an analytic first integral of the form (2.1) (see e.g. [21]). O

Corollary 7. If system (1.3) is time-reversible with respect to involution (1.4), then
the system in the distinguished Poincaré—Dulac normal form is also time-reversible with
respect to the same involution.

Proof. Since by Theorem 1 any time-reversible system (1.3) is locally analytically inte-
grable, its distinguished normal form can be written as

g=pr(l+ Y g@)"), = —q+) gz (2.18)[normal |

k=1 k=1
(see e.g. [21, 30]). Clearly, the latter system is time-reversible with respect to (1.4). O

The normal form of any locally analytically integrable system (1.3) is given by (2.18).
System (2.18) is time-reversible with respect to the involution (1.4). Therefore any lo-
cally analytically integrable system (1.3) is conjugate to a time-reversible system, in the
sense that there exists a change of variables ¢ that transforms the original system to the
normal form (2.18) and consequently the original system is time-reversible with respect
to the involution ¥ = ¢~ 0 1 o ¢, where 9 is the involution (1.4). Hence the analytical
integrability of system (1.3) is always associated with a time-reversal symmetry. In fact,
all nondegenerate centers are conjugate to a time-reversible system, and all the nilpotent
centers are orbitally time-reversible. This does not happen for systems with null linear
part, see [12].

The problem with the map ¢ is that we have no idea about the form of ¢ not even
the leading terms of such involution. Therefore from the found results, we cannot deduce
an algorithm based on the computation of the involution of the original system. However



several methods to compute the saddle or focus quantities are known, see for instance
[8, 10, 11, 22] and references therein.

Nevertheless, always there exists a change ¢ such that any differential system (1.3) is
transformed to its normal form

v =pn(L+Yi(ylys), v = —qya(1+ Ya(yiys)), (2.19) {7}
and the results known for such resonance can be applied to the p : —g resonance but
only in the normal form. The change z; = 29, 2z = y? does not work for the original
system (1.3), but it is possible to apply it to system (2.9) reducing the study to the 1 : —1
resonant case. However we have chosen to work with system (2.9) directly obtaining the
important property of series (2.1) given in Theorem 6, which is related to the results of
the next section.

3 Conditions of time-reversibility and the Sibirsky
ideal

In this section we propose an algorithmic approach which allows for a given polynomial
family (2.9) to find the set of systems which are time-reversible with respect to (1.4).
We also give a description of the set using the so-called Sibirsky ideal obtaining some
generalizations of the results of [14, 19].

We will limit our consideration to polynomial systems of the form (2.9), that is, systems

of the form .

¢= a(p- Z Aqupo ™ Y""),

u+v=1
. (3.1) [gs-av)
y=—-ylg— Z bgvput® y™),
u+v=1

assuming that p/q # 1.
Denote by ¢ the number of parameters in the first equation of (3.1). For k=1,...,¢

let
Gk = up — Vg (3.2) [zeta]
and consider the ideal
H = (1 —wy, aguy pv, — ths bgogpur — gyc’“tk o k=1,...,0). (3.3)[idealH]
p

(prTR) Proposition 8. The following statements hold:

(a) The Zariski closure of the set of systems in family (3.1), which are time-reversible
with respect to involution (1.4) after the transformation

T—az, y—aly (3.4) [trans_ort]|
with o € C\ {0}, is the variety V(I) of the ideal

T =HNCla,b]. (3.5)[1z]

(b) If the parameters agpy, bgwpu Of system (3.1) belong to the variety V(ZI), then the
system admits a local analytic first integral of the form (2.1).

8



Proof. Performing in system (3.1) transformation (3.4) we obtain the system of the same
shape with the parameters agy pv, bgvpu changed according to the rule

pU—qu pu—qu
Qqupv 7 & Aqu,pv; bgv,pu > ¢ bgv pus

where u4+v=1,...,n.
By Lemma 2 the system obtained after transformation (3.4) is time-reversible with
respect to involution (1.4) if and only if for some o # 0

apv_quaqu,p’u — S&pu_qquupuq (36)

where u 4+ v =1,...,n. Equivalently, we can rewrite (3.6) as
q

Aquy, ,pv, = tk, bqvk,puk - 57thk7 (37)

where v = o~ ®+9 Lk =1,... ¢ and (; are defined by (3.2).

From (3.7) using the Implicitization Theorem (see e.g. [7]) we conclude that the first
statement holds.

(b) By construction, V(Z) is the Zariski closure of systems which are time-reversible
with respect to (1.4) after a linear transformation (3.4), so, in view of Theorem 1 it is the
Zariski closure of systems which admit a first integral of the form (2.1). However the set
of systems in the space of parameters of (3.1) having an analytic first integral integral of
the form (2.1) is an algebraic set (see e.g. Theorem 3.2.5 of [22]). Therefore all systems
from V(Z) admit an analytic first integral of the form (2.1). O

Remark. Obviously, generically the set of time-reversible systems is a proper subset
of V(I).

As an example we consider the 1 : —2 resonant system of the form (3.1) of degree five:

s 2u, v\ __ 3 3 2 5
t= x(l-— E U200 "Y") = T — A1TY — A20T° — AT Y — ATy~ — Ago”,

2 (3.8)[gours|

y=-y2- Z bavau™y") = =2y + bory® + baox®y + bo12®y? + boay” + baozy.

Proposition 9. System (3.8) admits an analytic first integral of the form (2.1) if the
10-tuple (ap1, - - -, @40, bao, - - -, bo1) of its coefficients belong to the variety of the ideal

1= (2a21 — by, —040531 + 2a§0502, dapaaso — bo2bao, 8aoza§0 - 5(2)1540, —2ap2a20b20+
a01b01b40, 200140001 — a20b02b20, 4ag1az20 — bo1b20, —a02b§o + 2(1(2)1540, 8031%0 - bo2bgo>-
Proof. In the case of system (3.8) the ideal H of Proposition 8 is
(agr — t1, ag0 — t2, ag2 — t3, asp — t4, g — ts,
bao — 2t17 71 bo1 — 2Ly, bao — 2t37 72, boa — 2t4y?, bay — 2t5,1 — w).

Computing the reduced Groebner basis of this ideal with respect to the lexicographic
ordering with Y>> w >t >ty >ty > Ty > agr > Qo > Ao > Qo1 > Q4o > b()l > bog >
bag > ba1 > by we obtain the set of polynomials

2 2 2 2
{2a91 — ba1, dagrasy — bo1bao, agebsy — 2a5;bao, 2a02a20b20 — a01b01b40, 8ap2a59 — b bao,

2 2 2 2
CL40501 - 2a20b02, 2ap1a40bo1 — az0bo2bao, 8ag, a0 — b02b207 dapaasg — bo2bao, - . . },



where the dots stand for the polynomials which depend ob v, w,ty,ts, t3, 4, t5.

The polynomials of the Groebner basis which do not depend on v, w, t1, to, t3, t4 form
a basis of the ideal Z of Proposition 8 and they are exactly the polynomials defining the
ideal in the statement of the present proposition. O

Remark. By (a) of Proposition 8 the variety V(Z) is the Zariski closure of the set of
time-reversible systems in family (3.8).

We denote by S the ordered set of subscripts of the coefficients of the nonlinear terms
of the first equation in (3.1). Letting ¢ the number of elements of S, S can be written as

S ={(qui,pv1), ..., (que, pvo)} = {01, .., u}.

For 75 = (qus,pvs), let 75 = (qus, pus). We call 7, and J5 conjugate vectors (or conju-
gate indices) Any monomial appearing in the coefficient vy, of (2.1) has the form
captbott b2 for some v = (v,...,150). We use notation (2.7) adapted to the
case of system (3.1), so now

V1
az, -

V] = gy gy
For a given field K we will write just Kla, b] in place of K[az,, ..., az, b5, ..., b5 ], and for

f € Kla,b] write f =3 csuonip) f®[v], where Supp(f) denotes those v € N2¢ such that
the coeflicient of [v] in the polynomial f is non-zero.

Definition 10. Let

oo qtt [ 725 N R Y
Z f quhpvl qug,pvgbqw,pw bq”17PU1 € C[a, b]

vESupp(f)

The conjugate f of f is the polynomial obtained from f by the involution

) £(v) . L . e
Y= f Agipj — bgjpi byjpi = Qgipj;
that s,
F_ r( vzt L.Vt 17 V1
f - Z f Aguy,por " Cquy,pog bquvpuz bqvl Ul (C[a’ b]'
veSupp(f)
i ceoq¥t Vet1 0
Since [V] = agh, o, Aty oo, Daqvepug - U2 L, We have
[/V\] — AV2¢ R AR | 12 bV1
quy,pv1 qug,pvePque,pug T Yquipur
so that
—_—
[(7/1, Ce Vgg)] = [(Vgg, ey 1/1)] .
For this reason we will also write, for v = (11, ...,v2), UV = (var, ..., 11).

Once the f-element set S has been specified and ordered we let L : N?f — Ni be the
map defined by

L(V) = (Ll(V), Lg(V)) =1+ Vel + Vpr1Je + -+ Vg, (39)

which is similar to the map (2.8).
Let
M={veN¥*: L) = (¢k,pk), k=0,1,2,...}.
Clearly, M is an Abelian monoid.
Let X be the vector field of system (3.1). The following result was obtained in [21]
(where speaking about (s, t)-polynomials we mean (s, t)-polynomials with respect to map

(3.9)).

10



Theorem 11. Let family (3.1) be given. There exists a formal series V(x,y) of the form
(2.1) and polynomials g, p, Gag2p; - - - i Qla, b] such that

(a) i
XU = quhpkquy”k; (3.10)

k=1

(b) for every pair (i,j) € N_yg x N_,, i +j > 0, v;; € Q[a,b], and v;; is an (i,7)-
polynomial;

(c) for every k > 1, vy = 0; and
(d) for every k> 1, goepr € Qla, b], and gokpr is a (qk, pk)-polynomial.

For a given family (3.1) and ordered set S of indices for any v € N2 define V(v) € Q
recursively, with respect to |v| = vy + -+ + vy, as follows:

for v # (0,...,0)
V(r)=0 if pLy(v) = qLa(v);

and when pLy(v) # qLs(v),

1

V) = 00) — dba)

X

14
ZV(Vl,...,l/j—17...,V24)(L1(V1,...,Vj—17...,V24)+q)
j=1

20
— Z V(Vl,...,Vj—1,...,V24)(L2(V1,...,Vj—1,...,V24>+p) s
J=t+1

where L(v) is defined by (3.9).

(th_V) Theorem 12. For a family of systems of the form (3.1) let W be the formal series of
the form (2.1) computed by (2.6), {gekpr : kK € N} be the polynomials in Cla,b] satisfying
(3.10). Then

(v

(a) for v € Supp(vk, x,), the coefficient vkl?,@ of [v] in vk, k, s V(v),
(b) for v € Supp(gekpk), the coefficient g((;,;?pk of [V] in ggpr 1S

¢
g((;,:,?pk =— ZV(Vl,...,Vj—1,...,V23)(L1(V1,...,Vj—1,...,V23)—|—q)

J=1

20
- Z V(Vl,...,]/j—17...,V24)(L2(V1,...,I/j—17...,V24)+p) s
Jj=t+1

and

11



(c) the following identities hold:

kKV({v)=V(v) and Iig(g?pk = —g(%?pk for all v e N
V() =gy =0 if D=v#(0,...,0)
where
q (v1t-+ve)— (Vg1 +-+r2e)
" = (_) |
p

Statements (a) and (b) of the theorem are proved in [21], statement (c) can be proved
similarly as statement 3) of Theorem 3.4.5 of [22].
The next statements follows immediately from c) of Theorem 12.

Corollary 13. The saddle quantities gq pr of system (3.1) have the form
1 v N
=5 D, Gkl = [2)). (3.12)[g_sq]
v:L(v)=(qk,pk)
By the analogy with 1 : —1 resonant case, we call the ideal
Isiw = (Rlv] = [P] : v € M) (3.13)[id_S_def|

the Sibirsky ideal of system (3.1). Obviously, transformations (3.4) form a group. It
is easy to see that any v € M [v] is an invariant of group (3.4). Sibirsky studied such
invariants for the case of 1 : —1 resonant system (1.3) and used the ideal (3.13) to describe
the basis of the invariants and the number of symmetry axis of the corresponding real
systems [24, 25].

Theorem 14. If the 2(-tuple of parameters of (3.1) belong to V(lsy) then the corre-
sponding system admits an analytic first integral of the form (2.1).

Proof. The conclusion follows from formula (3.12). O

The following statement shows that the variety of the Sibirsky ideal is the Zariski
closure of the set of systems, which are time-reversible with respect to (1.4). The proof
is based on an adaption of the ideas of [6, 26].

Theorem 15. Let T be the ideal defined by (3.5). Then

Iy =1. (3.14)

Proof. For k=1,...,¢ let, as above, (x = ux — v; and consider the ring homomorphism

0:Q(a,b,ty,... . te,y,w) — Q(v,t1,...,t)

defined by
Cquypo, = Ty Doy puy g')’gktlw we 1)y, (k=1,....0). (3.15) [theta]
p
Let H be the ideal (3.3). Clearly,
H = ker(0).

12



A reduced Gréebner basis G of Q[a, bjNH can be found computing a reduced Gréebner
basis of H using an elimination ordering with {aqu; pv;» bgv;pu; } < {w,7,t;} for all j =
1,...,¢, and then intersecting it with Q[a, b]. Since H is binomial, any reduced Gréebner
basis G' of H also consists of binomials. This means that Z = H N Qla, b] is a binomial
ideal.

We show that Igy; C Z. Taking into account that (, = —(o— by (3.15) for any
a=(ag,...,ay) € M we have

9([04]) = t?l .- -t?ft?“l (%)WH,}/QWH .. .ti"2@(g)a2z7C1a24 _

p
(%)az+1+'"+a2gt?l .. t‘;et?@rl .. t(lxﬂ,)/*(CéJrl04(+1+"'+C2£0‘2£)
and q q
ollal) = et (dyeten g (Do
p p
(%)al+"'+a£t?l . t?et?“'l . t?ze,yﬁm-i-"'-%zaz‘
Since

—(Cop1041 + -+ - F Coetvap) = CGag + - -+ + Goavy,

we obtain 0(k[a] — [&]) = 0. Thus, x[a] — [&] € ker(0) yielding k[a] — [@] € T.
The proof of the inclusion Z C Ig;, is similar as the proof in Theorem 5.2.2 of [22]. O

As an immediate consequence of Theorem 3.14 and Proposition 8 we have the next
result.

Theorem 16. The variety of the Sibirsky ideal Is;, is the Zariski closure of the set R of
all time-reversible systems in family (3.1).

The above studies show that the theory regarding the computation and the structure
of the saddle quantities for 1 : —1 resonant systems has a counterpart also in the family
of p : —q resonant systems, however not in the whole family, but just in subfamilies of
the form (2.9) and (3.1). It is in agreement with the known fact that the study of local
integrability of p : —¢ resonant systems is much more difficult that the studies in 1 : —1
case, which can be observed already in the quadratic and the cubic case [4, 9].
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